
International Journal of Scientific & Engineering Research, Volume 5, Issue 1, January-2014                                                             2187 
ISSN 2229-5518 
 

IJSER © 2014 
http://www.ijser.org  

An Architecture for Metadata Extractor of Big 
Data in Cloud Systems 

Fathy E. Eassa, Hassanin Al-Barhamtoshy, Abdullah Almenbri, Osama H. Younis, Kamal Jambi 
 

Abstract— In this research, we introduce an agent-based architecture for metadata extractor of big data, which is a part of a new 
framework for managing big data. In the architecture, many agents should be generated simultaneous to be migrated to existing big-data 
with different types: structured, semi-structured, and unstructured on the remote machines to collect the metadata and returned back to the 
user. The architecture includes the metadata storage that contains the metadata of existing big data: structured, semi-structured, and 
unstructured. These metadata describes the existing big data to be processed by software agents for knowledge discovery.  The 
architecture consists of many mobile and stationary agents. The mobile agents migrate to remote machines that include big data to process 
and discover the required knowledge and return back to the main server. In the main server, the knowledge returned to the user by the 
interface agent. In this research, many techniques will be built for collecting metadata of different data such as natural language processing 
techniques, data mining technique, and lexical analysis technique, image processing technique, etc. The manager is built to manage big 
data on cloud distributed systems. In this paper, the technique of collecting metadata of tweets has been implemented and tested. 

Index Terms— big data, mobile agents, metadata extraction, cloud, structured data, semi-structured data, unstructured data.   
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1 INTRODUCTION                                                                     
rganizations with data warehousing solutions are facing 
problems of data outburst. Data sets being collected and 
analyzed for business intelligence are growing rapidly 

and size of the databases used in enterprises has been growing 
exponentially. Sources generate data from business processes, 
transactions, social networking sites, web servers, sensors that 
exist and collected as meta-data and remains in structured, 
semi-structured as well as unstructured form [1][3].  

Big data in cloud is one of the major issues in computing to-
day, detection of global weather patterns, social phenomena, or 
economic changes are examples of big data analysis tasks [4]. 
Cloud computing, poses an important impact on industry of 
information technology, and research communities [5]. Many of 
cloud services require users to share their data like health rec-
ords for data mining and analytical process, taken into consid-
eration privacy and security [6][7]. Enterprises are looking for-
ward for applications having large scale, web-oriented, inten-
sive features to be accessed from diverse devices including mo-
bile devices. Extracting meaningful information, collecting, pro-
cessing, and analyzing the huge amount of data as large da-
tasets is a challenging task. The most popular open-source map-
reduce implementation framework is Apache Hadoop [2], it has 
been used as an alternative to store and process extremely large 
data sets on commodity hardware. Scalability, unstructured 
data, accessibility, real time analytics, fault tolerance are various 
challenges faced in large data management. Variations means 
the amount of data stored in different sectors across domains, 
their data types structured or unstructured examples include 
graphs, messages, images, audio, video, text/numeric infor-
mation or data.  Data types vary across enterprises [3]. 

In this paper, we introduce an agent-based manger for ex-
tracting metadata of existing big data to be stored in metadata 

storage. The stored metadata will be used for discovering 
knowledge and information from big data. Extracting metadata 
and discovering knowledge based on agent technology solves 
the transportation and management challenges of big data. 

2 RELATED WORK 
Extracting meaningful knowledge from big data sets is of high 
importance for organizations. A business has to adapt to some 
flexible means in terms of infrastructure and software tools. 
Methodologies or techniques that are being applied to big data 
so far include data mining grids, massive parallel processing, 
scalable storage systems, cloud computing platforms, distrib-
uted file systems etc. Online transaction processing (OLTP) or 
Online analytical processing (OLAP), with time based event or 
transaction time knowledge delivery is the core characteristics 
in Big Data Analytics. Decision makers or various businesses 
always look forward for exceptional methods which can pro-
cess large datasets within tolerable elapsed time. Their formu-
lation uses statistical, mathematical, algebraic and economic 
operations. Currently computing infrastructures are using 
various methods and visualization techniques to perform Big 
Data Analytics [8]. 

Apache Hadoop is an open-source software solution for 
scalable and reliable distributed computing. Apache Hadoop's 
framework contains a library that allows for handling of large 
datasets across clusters with hundreds of nodes, using a sim-
ple programming model. It enables applications to work with 
thousands of computational independent computers and for 
petabytes of data. Hadoop was derived from Google's 
MapReduce and Google File System (GFS) [2]. 

Hadoop Distributed File System (HDFS) [9] in distributed 
environment provides fault tolerance and runs on commodity 
hardware. Data is chopped, stored and is scattered over nu-
merous nodes. HDFS has one master node and multiple 
slaves’ nodes. The name node stores the metadata and data 
nodes store data blocks.  
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All of this architecture resides on commodity hardware where 
each node/server provides local storage and computation. To 
store data Hadoop distributed file system (HDFS) uses multi-
ple nodes across networks. On top of it map-reduce frame-
work supports and is a mean to execute jobs across nodes. 
HDFS has master/slave architecture. Large data is automati-
cally splitted across nodes to be stored and retrieved within 
hadoop clusters. 

In the year of 2004, Google introduced a mapReduce pro-
gramming framework for managing large data sets [10]. This 
framework provides ease in processing for distributed envi-
ronments where data is divided into chunks and is spread 
over multiple clusters of thousands of nodes as map-reduce 
jobs. Google's model for executing large data set jobs uses a 
map function which in turn processes value pairs (key, index 
and further intermediate pairs) for data. Reduce function 
merges values, removes duplication for similar intermediate 
keys [11]. 

Focusing on the velocity of Big Data, a popular open-source 
stream processing engine (Storm) is used to perform real inte-
gration and trend detection on Twitter and Bitly streams [12]. 
Also, ClowdFlows platform with the real-time data streams is 
used to create specialized type of workflow component and a 
stream mining [13]. 

3 THE HIGH LEVEL ARCHITECTURE OF BIG DATA 
FRAMEWORK 

The big data manager (shown in figure 1) consists of two sub-
managers: metadata extraction sub-manager and knowledge 
discovery sub-manager. The metadata extraction sub-manager 
extracts and retrieves metadata of the big-data on the cloud 
machines and stores them in metadata storage. This sub-
manager consists of multi-agent subsystems: multi-agent sub-
system for unstructured data (USMASS-ME), multi-agent sub-
system for semi-structured data (SSMASS-ME), and multi-
agent subsystem for structured data (SMASS-ME). Each sub-
system has many agents; the number of agents depends on the 
type of data that are processed by the subsystem. For example, 
the unstructured data includes text, videos, images, tweets, E-
mails, and others. The construction of agents depends on ex-
traction technique, type of data, and format of existing big-
data. 

The knowledge discovery sub-manager discovers the re-
quired knowledge or information that is needed by the user. 
The discovery sub-manager consists of three multi-agent sub-
systems: unstructured multi-agent sub-system(USMASS-KD), 
semi-structured multi-agent subsystem (SSMASS-KD), and 
structured multi-agent subsystem (SMASS-KD). Each subsys-
tem consists of stationary and mobile agents. The task of mo-
bile agent depends on the user query, type of big-data and the 
technique of discovery. For example, there is a technique for 
processing texts, another for processing E-mails, and so on. 
The discovered knowledge and information should be collect-
ed and delivered to the user. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

3.1 The Agent-based Architecture of Metadata 
Extraction sub-Manager 

Here, we propose the agent-based architecture of the big data 
Metadata Extraction sub-Manager, which consists of many 
agents: stationary and mobile agents, see figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Each mobile agent migrates from the big data server machine 
to a remote machine to collect the required data (metadata) 
from existing big-data. There are mobile agents for structured 
data, mobile agents for semi-structured data, and mobile 
agents for unstructured agents. The mechanism of extracting 
the required metadata depends on the type of the data. For 
example, the technique of collecting metadata from a text as 
unstructured data is different than collecting metadata from E-
mail, Tweets, images, videos or other unstructured data. This 
means we have many different mobile agents for unstructured 
big data. Also, we have different agents for collecting metada-
ta from semi-structured big data.                  

 
Fig. 1. High level Architecture of Big data manager of cloud 
systems.  

 

 
Fig. 2. Agent-based Metadata Extraction Manager of Big data.  

 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 1, January-2014                                                             2189 
ISSN 2229-5518 
 

IJSER © 2014 
http://www.ijser.org  

The details of some mechanisms, algorithms, and techniques 
of collecting metadata will be discussed here in this section. 
The interface agent receives the requests from the user of the 
big-data manager and displays the outputs. Based on the re-
ceived requests, the launcher agent creates instances from dif-
ferent types to be migrated into remote machines in the cloud 
systems for extracting metadata. The agents return back to the 
main machine and send the extracted metadata to the Metada-
ta Storage of Big Data (MSBD) Agent. The MSBD agent stores 
the returned metadata in the Metadata Storage of Big Data.  

Figure 3 below shows the main activities that have been 
conducted extract the metadata from big data in a cloud dis-
tributed system. At the metadata server where all stationary 
and mobile agents are installed, many instances of mobile 
agents are created by the launcher agent. All instances of mo-
bile agents migrate simultaneously into machines in the cloud 
system to analyze and extract the metadata of big-data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The algorithms and techniques of analyzing big data that will 
be implemented in mobile agents depend on the varieties of 
big-data( structured, semi-structured, and unstructured) and  
type of data such as free-text, images, e-mails, chats , xml, 
html, or databases. The natural language processing algo-
rithms and techniques, data mining algorithms, or statistical 
techniques can be used for analyzing and extracting metadata.  
Also, the lexical analysis, data mining and parsing techniques 
can be used especially for analyzing and extracting the 
metadata from semi-structured. After the analyzing and ex-
tracting metadata activity, all mobile agents return back to the 
metadata server for giving retrieved metadata to the MSBD 
Agent to be stored in metadata storage. In this paper the tech-
nique of extracting metadata from tweets has been introduced. 
 

3.2 The Metadata structure 
The proposed structure of the metadata of the framework is 
represented as a tree as shown in figure 4. The details of the 
metadata will be investigated in this research. 

 
 
 
 
 
 
 

 

4 IMPLEMENTATION OF TWEETS METADATA EXTRACTOR 
This section presents the way of extracting the tweets’ metada-
ta from the social media (Twitter). We have used API called 
twitter4j (version: 3.0.3) which allows to access and retrieve 
the tweet’s information using Java programming language. It 
can be used to retrieve different information related to tweet 
and users such as user name, display name tweet text, date of 
tweet …etc, and it supports the searching about tweets. Figure 
5 shows the elements of the implemented extractor of metada-
ta of Tweets. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The process of extracting tweets metadata is as follows: 
1- TwitterExtractor agent calls the Twitter4j API functions for 

retrieving the required tweets from the Twitter. 
2- TwitterExtractor agent applies the algorithm of extraction 

of tweets metadata (Algorithm 1)  to: 
a) Retrieve the tweets by calling API function and passing 

the data in the domain table (table 1) as arguments to 
the called function.  

b) Extract the required metadata from the retrieved 
tweets. 

c) Store the extracted metadata in local data structure  to 
be returned with the agent to the main machine. The 
returned metadata is stored by MSBD agent in Tweets 
table (Table 2) in the metadata storage of big data (fig-
ure 2) 

 
 
 
 
 

 
Fig. 3. Activity Diagram of the process of Retrieving Metadata of 
Remote.  

 

 
Fig. 4. The Structure of the Metadata Storage.  

 

 
Fig. 4. The Structure of the Metadata Storage.  
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The following algorithm shows the steps of extracting metada-
ta from tweets.   

5 TESTING THE TWITTER EXTRACTOR 
Test cases have been conducted to test the functionality of the 
extractor. The data in the domain table  (Table 3) used as ar-
guments for retrieving tweets to be analyzed to extract the 
metadata. The results returned based on these queries are 
stored in different tables shown in the Tables 4, 5, 6. 

 

 
 

 
 

TABLE 1 
DOMAIN TABLE 

 

TABLE 2 
TWEETS TABLE 

 

ALGORITHM 1 
EXTRACTING METADATA OF TWEETS 

 

TABLE 3 
DOMAINTABLE 

 

TABLE 1 
DOMAIN TABLE 

 

TABLE 4 
THE RETRIEVED RESULTS FOR DOMAIN “CRISIS IN SYRIA” 

 

TABLE 5 
THE RETRIEVED RESULTS FOR DOMAIN “CRISIS IN EGYPT” 
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In addition to the above tests, extracting metadata of tweets 
written in Arabic language has been conducted as shown in 
Table 7. 

 

 

6 CONCLUSION 
In this research, an agent based sub-system for collecting the 
metadata of big data has been introduced. The sub-system is 
part of a big data manager that solves two big data challenges: 
big data transportation, and big data management. The trans-
portation challenge will be solved by implementing part II of 
our manager. Part I that has been introduced collects the 
metadata of existing big data. The metadata of big data is dif-
ferent from type to other. Therefore, the design and techniques 
of mobile agents for collecting the metadata are different.  In 
this paper we introduced the algorithm and technique of col-
lecting metadata of tweets. The algorithm has been imple-
mented as agent called Twitter Extractor Agent. . The agent 
has been tested and the collected metadata stored in the 
metadata storage. Our big data manager is scalable because 
many instances of agents can be created at the same time to be 
migrated to many machines. Therefore, the manager can man-

age any size of big data stored on any number of storage me-
dia and machines. 

In the future, many extractors will be built to enhance the 
implementation of the manager. For example we will built 
extractor for E-mails, extractor for text, extractor for XML, and 
so on. 
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TABLE 7 
THE RETRIEVED RESULTS FOR ARABIC DOMAIN ( سوريا في البرد , العرضي_مستشفى ) 

 

TABLE 6 
THE RETRIEVED RESULTS FOR DOMAIN “SAUDI ARABIA” 
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